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## What are dominance properties?

Let $T$ be a solution subset of an arbitrary optimization problem.

- $T$ is a dominant set if it contains at least one optimal solution
- $T$ is a strictly dominant set if it contains all the optimal solutions

In both cases,
$\rightarrow$ the searching space can be reduced to $T$
$\rightarrow$ other solutions can be discarded
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Variables: $\forall i \in J, \forall t \in \mathcal{T}: x_{i, t}=\left\{\begin{array}{l}1 \text { if } i \text { completes at } t \\ 0 \text { otherwise }\end{array}\right.$
Objective function: $\quad \sum \sum c_{i, t} X_{i, t}$ where $c_{i, t}$ are pre-computed $\sum_{j \in J} t \in \mathcal{T}$
from the instance

Constraints:

- $\forall i \in J, \sum_{t \in \mathcal{T}} x_{i, t}=1$
task $i$ is placed
- $\forall t \in \mathcal{T}, \sum_{\substack{i \in J \\ s \in\left[t, t+p_{i}[ \right.}} \sum_{\substack{s \in \mathcal{T}}} x_{i, s} \leqslant 1$ at most 1 task is in progress at $t$
- $\forall i \in J, \forall t \in \mathcal{T}, x_{i, t} \in \mathbb{Z} \quad$ integrity constraint
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+ easy to formulate as a MIP
+ good relaxation value
$-2 n p(J)$ binary variables $=$ a pseudo polynomial number
- $n+n p(J)$ inequalities $=$ a pseudo polynomial number
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## Outline:

Focus 1: MIP formulations using natural variables for these problems parts of Chapter 1 and 2

Interlude: First attempt to reinforce a compact formulation for UCDDP? parts of Chapter 3 and 4

Focus 2: Dominance inequalities to reinforce such a formulation part of Chapter 6

## Outline

1. Introduction
2. Focus 1: A formulation for UCDDP using natural variables Describing the solution set for $(e, t)$ variables How to extend this formulation How to manage this kind of formulations in practice
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5. Conclusion and perspectives
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Using $\delta_{j}$ variables $E=\left\{j \in J \mid \delta_{j}=1\right\}$ and $T=\left\{j \in J \mid \delta_{j}=0\right\}$

- the right-hand side term is no more a constant
- variables $\delta$ appear on both side to express the intersection
- products $\delta_{i} \delta_{j}$ appear
$\hookrightarrow$ linearisation variables are needed


## Formulation $F^{3}$ for UCDDP

$$
\begin{aligned}
\forall(i, j) \in J^{<}, & X_{i, j}
\end{aligned} \quad \geqslant 0 \quad(x .1) \quad(x .2)
$$

## Formulation $F^{3}$ for UCDDP

$$
\begin{aligned}
& \begin{array}{rlr}
\forall(i, j) \in J<, \\
, X_{i, j} & \geqslant 0 & (x .1) \\
X_{i, j} & \leqslant \delta_{i}+\delta_{j} \quad(\times .2) \\
X_{i, j} & \geqslant \delta_{i}-\delta_{j} \\
X_{i, j} & \geqslant 2-\delta_{i}-\delta_{j}(x .4)
\end{array} \\
& \forall S \in \mathcal{P}(J), \sum_{i \in S} p_{i} e_{i} \geqslant \sum_{(i, j) \in S^{<}} p_{i} p_{j} \frac{\delta_{i+\delta_{j}-X_{i j}}^{2}}{2} \\
& \sum_{i \in S} p_{i} t_{i} \geqslant \sum_{(i, j) \in S} p_{i} p_{j} \frac{2-\left(\delta, \delta_{j}\right)-X_{i, j}}{2}+\sum_{i \in S} p_{i}^{2}\left(1-\delta_{i}\right)(S 2)
\end{aligned}
$$

## Formulation $F^{3}$ for UCDDP

$$
\begin{align*}
& \forall j \in J, 0 \leqslant \delta_{j} \leqslant 1(\delta) \\
& \forall j \in J, e_{j} \geqslant 0 \quad(e .0) \quad \forall j \in J, t_{j} \geqslant 0(t .1) \\
& e_{j} \leqslant M \delta_{j}(e .1) \quad t_{j} \leqslant M\left(1-\delta_{j}\right) \quad(t .2) \\
& \forall(i, j) \in J<, X_{i, j} \geqslant 0(x .1)  \tag{S1}\\
& X_{i, j} \leqslant \delta_{i}+\delta_{j} \quad(x .2) \\
& X_{i, j} \geqslant \delta_{i}-\delta_{j}(x .3) \\
& X_{i, j} \geqslant 2-\delta_{i}-\delta_{j}(x .4) \\
& \forall S \in \mathcal{P}(J), \sum_{i \in S} p_{i} e_{i} \geqslant \sum_{(i, j) \in S<} p_{i} p_{j} \frac{\delta_{i}+\delta_{j}-X_{i, j}}{2} \\
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\end{array}\right\}
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&(x .2) \\
& \text { (x.3) }
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- validity proof
- is not based on a geometrical proof
- must be compatible with additional inequalities
- first lemma:
a point satisfying non-overlapping ineq. that corresponds to a schedule with an overlapp is the middle of two others $\hookrightarrow$ is not extreme
- second lemma:
a point satisfying non-overlapping ineq. that corresponds to a schedule with a late task is larger that another

$\hookrightarrow$ is not minimal
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Why it is not so efficient? poor linear relaxation value
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## Link between $F^{2}$ and the Cut Polytope

$$
\begin{aligned}
& \text { in Formulation } F^{2} \text { in the complete graph } K_{n} \\
& \delta \text { variables } \longleftrightarrow \text { vertices } \\
& X \text { variables } \longleftrightarrow \text { edges } \\
&\left(\left\{" \delta_{j}=1^{\prime \prime}\right\},\left\{" \delta_{j}=0 "\right\}\right) \longleftrightarrow \text { a vertices bipartition } \\
&\left\{" X_{i, j}=1^{\prime \prime}\right\} \longleftrightarrow \text { a cut in } K_{n} \\
&(\delta, X) \in P^{2} \longleftrightarrow X \in \text { CUT }_{n} \text { the cut polytope for } K_{n}
\end{aligned}
$$
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Application to $P^{2}$, elimination of $(\delta, X)=(0,0)$, $\widetilde{P}_{\delta, X}^{n}=\operatorname{conv}\left\{(\delta, X) \in\{0,1\}^{J} \times\{0,1\}^{j^{<}} \mid(X .1-X .4)\right.$ and $\left.\delta \neq 0\right\}$
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for $\mathcal{C}$ an hamiltonian cycle in $K_{n}, \underline{\delta_{u}+\delta_{v}}-\underline{X_{u, v}}+\underline{X(\mathcal{C})} \geqslant 2$


| $\square$ | vertex of $V$ |
| :--- | :--- |
| $\mathcal{C}$-endpoint |  |
| $\mathcal{C}$-edge |  |
| $=$ | other edge of $E$ <br> edge $\{u, v\}$ <br> set of vertices $W_{1}$ <br> set of vertices $W_{2}$ |

Too many and too various inequalities appear $\rightarrow$ change of strategy
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Consequence: The set of solutions non-dominated in their neighborhood is a strictly dominant set.

Our approach:

- define a neighborhood based on operations
- translate the associate dominance property by linear inequalities
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dominance constraint
$\Delta_{u}^{\text {early }}(E, T) \geqslant 0$ if $u \in E$
Similarly: for the tardy-insert of $v \in J \quad \Delta_{v}^{\text {tardy }}(E, T) \geqslant 0$ if $v \in T$

$$
\begin{aligned}
& \text { dominance constraint } \Delta_{u, v}^{\text {swap }}(E, T) \geqslant 0 \text { if }(u, v) \in E \times T \\
& \text { wap of } u \in J \text { and } v \in J
\end{aligned}
$$
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$\rightarrow$ reinforce $F^{3}$ in a different way as usual strengthen inequalities no improvement of the linear relaxation value
$\rightarrow$ solve UCDDP up to size 180 within one hour (instead of size 60 without them)
$\rightarrow$ illustrate the dominance inequality concept
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- About natural variables and non-overlapping inequality formulations:
$\rightarrow$ a methodology to formulate some scheduling problem
$\rightarrow$ a scheme of validity proof for such formulations
$\rightarrow$ two key lemmas about non-overlapping inequalities
- About facet defining inequalities:
$\rightarrow$ a ready-to-use property to transpose facet defining inequalities
- About dominance inequalities:
$\rightarrow$ a theoretical framework
$\rightarrow$ a recipe to obtain a dominance inequality from a given operation

5- Conclusion and perspectives

## Perspectives

About dominance inequalities:
$\rightarrow$ How do insert and swap inequalities improve formulation $F^{2}$ ?
$\rightarrow$ Can we provide dominance inequalities useful for other combinatorial problems?

5- Conclusion and perspectives

## The end

## Thank you for your attention

