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to prove one of the stronger criteria of Abate et al. [1]:

\[
\text{RFrXC} : \forall K \forall 1 \leq \ldots \leq K \forall P_1 \ldots P_K \forall C_T m_1 \ldots m_K. \\
(C_T P_1 \ldots P_K C_T m_1 \ldots m_K \Rightarrow \exists C_S. C_S P_1 \ldots P_K C_S m_1 \ldots m_K).
\]

Given \( K \) programs \( (P_i)_{1 \leq i \leq K} \) that, when compiled and linked with the same target context \( C_T \), produce \( K \) finite trace prefixes \( (m_i)_{1 \leq i \leq K} \), we need to build a single source context \( C_S \) that, when linked with the \( K \) source programs, produces the same prefixes. Each prefix captures the interaction between the context and one program (calls and returns), as well as external I/O or termination events. The RFrXC criterion is a generalization of RSC to multiple programs and prefixes and also implies preservation of noninterference and in our setting also of contextual equivalence (so it implies the interesting preservation direction of full abstraction) [1].

We build upon the secure compilation proof technique from [2], as it cleanly separates the proof into several steps, the most important ones being: a back-translation step producing a source whole program from a single trace, a "recomposition" step allowing to split apart and recombine pieces of low-level programs, and standard compiler correctness to navigate between languages. To adapt this proof technique to our stronger RFrXC criterion, we only need to change the back-translation step. Indeed, this is the only step that needs to consider all the programs \( P_i \) at once, since we must construct a single context that will produce the appropriate prefixes when linked with each of the programs. The other steps, recomposition and compiler correctness, can simply be applied pointwise \( K \) times to obtain the stronger result.

The new back-translation is divided in several small simple steps, just as a nanopass compiler, and its correctness is obtained by proving simulations between the intermediate representations. As a result, we are able to mechanize this proof in the Coq proof assistant, resulting in several simple simulation proofs.

Back-translation of multiple traces. Given trace prefixes \( (m_i)_{1 \leq i \leq K} \), our new back-translation generates not only one source context \( C_S \), but also several source partial programs \( (P_i')_{1 \leq i \leq K} \), which together with the context produce the given prefixes. We take inspiration in the back-translation from [2], which keeps track of one private counter per component storing the current location in the trace and dictating what event the back-translated context should emit next. We also take inspiration in an RFrXC proof from [1], which devised...
a multiple-trace back-translation for purely functional languages. This time, and as in [2], we allow and rely on state to store metadata allowing the program to know what part of the trace it already executed. We describe next, on an example, a simplified version of the back-translation generating a single context that produces the given trace prefixes.

Generating the context. We first observe that the set of prefixes that we have to back-translate can be represented as a tree of events. For instance, consider the three prefixes:

- $m_1 = \text{Call } CP\; 40; \text{Ret } CP\; 41; \downarrow$
- $m_2 = \text{Call } CP\; 40; \text{Ret } CP\; 42; \uparrow$
- $m_3 = \text{Call } CP\; 40; \text{Call } CP\; 43; \text{Ret } CP\; 44; \text{Ret } CP\; 41; \uparrow$

where $\downarrow$ represents termination, $\uparrow$ represents divergence, Call $CP\; n$ represents a call from context to program with argument $n$, and similarly for the other events. We use the following tree to represent them:

```
Call CP 40 : 1
   |   |   |
   Ret CP 41 : 2 Ret CP 42 : 4 Call CP 43 : 6
   \ | / | / \ |
    \|/ / / \ \ |
     \ \ \ \ / \ 
      \ \ \ / 9
```

We give a unique identifier to each node, here in red and bold, which we call the “location” of the node in the tree. In the back-translated context, we will allocate a designated memory cell $loc$ that stores this number, called the location of the context. During the execution, we maintain the invariant that $loc$ always stores the location of the last event executed. The context uses this information to know which event to perform next and how to update $loc$. For instance, if the current $loc$ is 0 (corresponding to the initial state), then the tree tells us the context must call the program with argument 40, and update its own location to 1.

However, the next event is controlled by the program, so the context does not know yet what location is next: 2, 4, or 6. Hence, when it recovers control, it must determine what its new location is, based on both the previous location it still has stored in $loc$, and whether it gains control by being called or being returned to.

Suppose for instance that when the context recovers control, its location is still 1. If it just got returned to, then it must be either at location 2 or 4, depending on the value returned, and it can update its location accordingly. Note that the new location cannot be 8; while this return corresponds to the same call as the one of location 1, the context must have gotten the control back at least once before this point (7), and hence it has already updated its location to not be 1 anymore. This also explains why the context behaves differently despite being returned the same value (41) both when going from 2 to 3 and from 8 to 9; in the latter case its state would not be the same though, having been modified in 7. If instead of a return it receives a call at location 1, then it has to check the argument of the call and update its location accordingly: here, the next location will be 6.

To obtain a context with this behavior, the back-translation proceeds in many small steps, like a nanopass compiler [4]:

- It first stores the parent node’s location inside every node.
- It then gathers answers to questions such as “if I’m called with argument $z$ in location $n$, what is my new location?” and “if I’m returned value $z$ in location $n$, what is my new location?” by performing tree traversals and storing this information inside the corresponding nodes.
- It then uses this gathered information to generate for each tree node several expressions that perform the updates to the location and that emit the events.
- Finally, the tree is flattened, and all expressions are joined into a single expression, using nested if-then-else constructs to branch on the location of the context.

Generating the programs. We also perform the same back-translation in order to obtain $K$ source programs $P'_i$, that will be used in the next steps of the RFrXC proof. The only difference this time is that we obtain $P'_i$ not by back-translating the whole set of prefixes anymore, but instead by applying the previous algorithm on the singleton $\{m_i\}$.

Correctness of the back-translation. We prove this back-translation correct by giving a formal semantics to each intermediate representation of the prefixes, and using standard CompCert-style simulations [5] to relate them. In other words, we see proving that the back-translated context indeed produces the prefixes as a compiler correctness problem, where the compiler is the back-translation, the source language is the set of prefixes, and the target language is the high-level language. We believe this structure simplifies reasoning about the back-translation, as it allows us to reason in small incremental steps instead of in a single, large transformation relying on complex invariants.

The first language of trees has a very simple small-step semantics given by the following rule:

$$\frac{\text{Node } \epsilon \; T' \in T}{(T, \epsilon :: t) \rightarrow^* (T', t)}$$

A state consists of a remaining trace $t$ and a list of remaining subtrees $T'$, where Node $\epsilon \; T'$ is the tree whose root is the event $\epsilon$ and whose children are the trees in the list $T'$. At each step of the back-translation, we add more information to the trees, and at the same time, we use ghost state in the semantics to enforce explicitly the invariants of the execution. For instance, the next step of the back-translation is to add the location to each node, and the state becomes a triple that also contains this location that is updated as the
execution progress through the tree. This location is updated so that it always contains the location that will be stored in the concrete state when executing the back-translated program in the source semantics. Eventually, in the last simulation proofs, we prove that this ghost counter is always equal to the concrete value stored in \texttt{loc} cell when the back-translated context is executed.

This allows us to progress step-by-step in the proof, only considering one invariant at a time, and as such considerably simplifies the mechanization of the proof.

**Conclusion, future work.** With this work, we aim at providing a back-translation technique that is general and modular enough to be reused in different proofs of secure compilation, in a proof assistant like Coq. We are also working on applying this back-translation technique to the compiler from [2], and hope it will soon replace the previous proof.
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