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Play $\rho \quad\left(\ell_{1},\left[\begin{array}{l}0 \\ 0\end{array}\right]\right) \xrightarrow{0.5, a}\left(\ell_{0},\left[\begin{array}{c}0.5 \\ 0\end{array}\right]\right) \xrightarrow{1.25, a}\left(\ell_{1},\left[\begin{array}{c}0 \\ 1.25\end{array}\right]\right) \xrightarrow{1 / 3, b}\left(\odot,\left[\begin{array}{c}1 / 3 \\ 19 / 12\end{array}\right]\right)$

Deterministic strategy
Choose an edge and a delay

> From $\left(\ell_{1},\left[\begin{array}{l}0 \\ 0\end{array}\right]\right)$
> Choose $a$ with $t=\frac{1}{3}$
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$\mathrm{dVal}^{\sigma}(c) \leqslant \mathrm{dVal}(c)$


## Infinite precision

From $\ell_{0}$, Min wants to reach the valuation $2 / 3$

- if $x \leqslant 2 / 3$ : Min plays $2 / 3-x$
- otherwise, Min plays 0
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The deterministic value problem is PSPACE-hard for 1-clock WTG

Theorem (CONCUR'22): the problem is decidable for 1-clock WTG $c \mapsto \operatorname{Val}(c)$ is computable in exponential time

- Back-time algorithm: compute $c \mapsto \operatorname{Val}(c)$ from $x=1$ to 0
- Value iteration algorithm: deterministic value is a fixed point of a given operator
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$$
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$$
\mathrm{dVal}=\mathrm{Val}=\mathrm{mVal}
$$

- 0-clock weighted timed games
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```
Definition of
stochastic values
```

> Memory is useless in divergent WTG and 0-clock WTG

Trading memory with probabilities


Robust optimal strategies

\(\left.\begin{array}{l}Definition of <br>

stochastic values\end{array}\right]\)| Memory is useless in |
| :--- |
| divergent WTG and |
| 0-clock WTG |
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| Fixpoint characterisation | Deterministic value problem |
| :---: | :---: |
| Switching strategies in divergent WTG |  |
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Check the guard after the perturbation: $\forall \varepsilon \in[0, \delta], \nu+t+\varepsilon$ satisfies the guard

## Two problems induced by our knowledge on $\delta$

- $\delta$ is fixed and known

Encoding fixed- $\delta$ semantics into exact one

- $\delta$ tends to 0

$$
\operatorname{rVal}(c)=\lim _{\substack{\delta \rightarrow 0 \\ \delta>0}} \operatorname{rVal}^{\delta}(c)
$$

( $\mathrm{rVal}^{\delta}$ is monotonic in $\delta$

Need a new clock

## Robust value problems

Deciding if $\mathrm{rVal}{ }^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

## Robust value problems

Deciding if $\mathrm{rVal}^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

|  | WTG |  |  |  |
| :---: | :---: | :---: | :--- | :--- |
| $\mathrm{rVal}^{\delta}$ | undecidable |  |  |  |
| rVal | undecidable |  |  |  |

## Robust value problems

Deciding if $\mathrm{Val}^{\delta}(c)$ (resp. $\left.\mathrm{rVal}(c)\right)$ is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{rVal}^{\delta}$ | undecidable |  |  |  |
| rVal | undecidable |  |  |  |

## Robust value problems

Deciding if $\mathrm{rVal}^{\delta}(c)(r e s p . \operatorname{rVal}(c))$ is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{rVal}^{\delta}$ | undecidable | in | decidable (in $\mathbb{N}$ ) |  |
| rVal | undecidable | in |  |  |

## Robust value problems

Deciding if $\mathrm{rVal}^{\delta}(c)(r e s p . \operatorname{rVal}(c))$ is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{rVal}{ }^{\delta}$ | undecidable | decidable | decidable | decidable (in $\mathbb{N}$ ) |
| rVal | undecidable | 15 | 15 | 1 ? |

## Robust value problems

Deciding if $\mathrm{Val}^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| rVal $^{\delta}$ | undecidable | decidable | decidable | decidable (in $\mathbb{N}$ ) |
| rVal | undecidable | decidable |  |  |

Theorem (SUBMITTED): Decidability of the robust value problem in acyclic WTG

## Robust value problems

Deciding if $\mathrm{Val}^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| rVal $^{\delta}$ | undecidable | decidable | decidable | decidable (in $\mathbb{N}$ ) |
| rVal | undecidable | decidable |  |  |

Theorem (SUBMITTED): Decidability of the robust value problem in acyclic WTG A combination of two existing methods

## Robust value problems

Deciding if $\mathrm{Val}^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{rVal}^{\delta}$ | undecidable | decidable | decidable | decidable (in $\mathbb{N}$ ) |
| rVal | undecidable | decidable | $\mathbf{N}^{\boldsymbol{\delta}}$ |  |

Theorem (SUBMITTED): Decidability of the robust value problem in acyclic WTG


## Robust value problems

Deciding if $\mathrm{Val}^{\delta}(c)$ (resp. $\mathrm{rVal}(c)$ ) is at most equal to $\lambda$ ?

|  | WTG | acyclic | divergent | 1-clock |
| :---: | :---: | :---: | :---: | :---: |
| $\mathrm{rVal}^{\delta}$ | undecidable | decidable | decidable | decidable (in $\mathbb{N}$ ) |
| rVal | undecidable | decidable | $\mathbf{N}^{\boldsymbol{\delta}}$ |  |

Theorem (SUBMITTED): Decidability of the robust value problem in acyclic WTG
 A combination of two existing methods
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Shrinking timed automata, O. Sankur, P. Bouyer, and N. Markey, 2011, FSTTCS
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$$
\begin{aligned}
& \text { Decidability of } \\
& \mathrm{rVal}(c)<+\infty \text { in } \\
& \text { all WTGs }
\end{aligned}
$$
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Software prototype for 1-clock WTG
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stochastic values
Memory is useless in divergent WTG and 0-clock WTG

## Definition of robust values

Computing robust values in divergent (and acyclic) WTG

Probabilities are useless in 1-clock WTG, divergent WTG, and 0-clock WTG
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Why the specification does not hold in the counterexample?


Counterfactual causality
$\neg$ Cause (in the system) implies $\neg$ Effect (in closed execution)

Definition (GandALF'23): Definition of counterfactual causes in transitions systems and games

Using distance over executions (strategies) to define close
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Timed Church synthesis
Produce $w \in(A \times B \times \mathbb{Q} \geqslant 0)^{\omega}$


| Existence <br> winning <br> strategy | $\begin{aligned} & \text { wins } \\ & \Leftrightarrow \\ & w \in \mathcal{L}(\mathcal{A}) \end{aligned}$ | $\begin{gathered} \text { wins } \\ \Leftrightarrow \\ w \in \mathcal{L}(\mathcal{A}) \end{gathered}$ |
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Timed Church synthesis
Produce $w \in(A \times B \times \mathbb{Q} \geqslant 0)^{\omega}$


| Existence <br> winning <br> strategy | $\begin{aligned} & \mathcal{W} \text { wins } \\ & \Leftrightarrow \\ & w \in \mathcal{L}(\mathcal{A}) \end{aligned}$ | wins $\begin{aligned} & \quad \Leftrightarrow \\ & w \in \stackrel{\mathcal{L}}{ }(\mathcal{A}) \end{aligned}$ |
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Thank you. Questions?
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