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Abstract

We study the Euler equations on a rotating unit sphere, focusing on the dynamics of vortex caps.
Leveraging the L1-stability of monotone, longitude-independent profiles, we demonstrate a generic instability
phenomenon characterized by the growth of the interface perimeter for vortex cap solutions. We consider
configurations that are nearly equivalent in area to a zonal vortex cap but are perturbed by a localized
latitudinal bump. By comparing the longitudinal flows at points along the zonal interface and within the
bump region, we track the induced stretching and capture the underlying instability mechanism.
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1 Introduction

We begin this document by presenting the barotropic model, namely the Euler equations on the rotating unit
sphere, and discuss some relevant related literature. Then, we present the notion of vortex cap solutions. Finally,
we state our main instability result of vortex caps ”near” the zonal stationary ones.

1.1 The model and associated literature

The unit sphere is denoted

S2 ≜
{
x ≜ (x1, x2, x3) ∈ R3 s.t. |x|23 ≜ x21 + x22 + x23 = 1

}
.

The sphere S2 is assumed to rotate uniformly around the north pole at constant speed γ ∈ R. We consider a
fluid on this sphere and denote u, ω its velocity field and vorticity, respectively. We also define the absolute
vorticity as follows

ζ(t,x) ≜ ω(t,x)− 2γx3. (1.1)

The fluid is supposed to follow the Eulerian evolution law and therefore solves the following set of equations
called barotropic model, see [14, Sec. 13.4.1]. This model plays a central role in geophysical fluid dynamics
as it serves as a fundamental tool for understanding large-scale atmospheric flows, aiding in the simulation of
atmospheric behavior for both Earth and other planets, with applications ranging from weather prediction and
hurricane dynamics to planetary climate analysis.

∂tζ + u · ∇ζ = 0,

u = ∇⊥G[ω],

∆G[ω] = ω,

(1.2)
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where ∆, ∇⊥ are the Laplacian and orthogonal gradient on the sphere, while G[ω] is the stream function defined
through the integral relation, see [1],

G[ω](t,x) =

ˆ
S2
G(x,x′)ω(t,y)dσ(x′), G(x,y) ≜

1

2π
log

(
|x− y|3

2

)
− log(2)

4π
· (1.3)

In the above expression, σ denotes the classical surface measure on the unit 2-sphere. Since S2 is a compact
manifold, the vorticity and absolute vorticity are subject to the Gauss constraint

ˆ
S2
ζ(t,x)dσ(x) =

ˆ
S2
ω(t,x)dσ(x) = 0. (1.4)

Let us mention that
0 = ∂tζ + u · ∇ζ = ∂tω + u · ∇(ω − 2γx3)

and, compared to the classical 2D Euler equations, the additional term −2γu · ∇x3 is the Coriolis force due to
the rotation of the sphere. Let us now discuss a bit more about the manifold structure of S2. It is seen as a
smooth manifold with atlas given by the following two local charts ψ1, ψ2 : (0, π)× (0, 2π) → R3

ψ1(θ, φ) ≜
(
sin(θ) cos(φ), sin(θ) sin(φ), cos(θ)

)
,

ψ2(ϑ, ϕ) ≜
(
− sin(ϑ) cos(ϕ),− cos(ϑ),− sin(ϑ) sin(ϕ)

)
.

Given a function f : S2 → R, we denote
f(θ, φ) ≜ f

(
ψ1(θ, φ)

)
.

In the sequel, we shall identify both functions passing from Cartesian to spherical coordinates keeping the same
notation f = f. In particular, in the local chart ψ1, one has

x3 = cos(θ). (1.5)

In what follows, we may restrict our discussion to the local chart ψ1 where the variables are the co-latitude θ
and the longitude φ, respectively. Nevertheless, one can follow the argument while working in the local chart ψ2

and then cover the whole sphere. The manifold S2 is endowed with a Riemannian structure where the metric
is given (in the chart ψ1) by

gS2(θ, φ) ≜ dθ ⊗ dθ + sin2(θ)dφ⊗ dφ (1.6)

and the associated Riemannian volume writes (still in the chart ψ1)

σ = sin(θ)dθ ∧ dφ.

Therefore, the integration on the sphere is

ˆ
S2
f(x)dσ(x) =

ˆ 2π

0

ˆ π

0

f(θ, φ) sin(θ)dθdφ.

The north pole is N ≜ {θ = 0} while the south one is S ≜ {θ = π}. Throughout the document, we shall use
the notation: given θ∗ ∈ (0, π), the parallel at the co-latitude θ∗ is the set

{θ = θ∗} ≜
{
ψ1(θ∗, φ), φ ∈ [0, 2π]

}
.

For any x = ψ1(θ, φ) ∈ S2 the tangent space TxS2 admits the orthonormal basis (eθ(x), eφ(x)) given by

eθ(x) ≜ ∂θψ1(θ, φ), eφ(x) ≜
∂φψ1(θ, φ)

sin(θ)
·

This allows to give an expression of the gradient and orthogonal gradient in this basis

∇f ≜
(
∂θf,

∂φf

sin(θ)

)
(eθ,eφ)

, ∇⊥f ≜

(
− ∂φf

sin(θ)
, ∂θf

)
(eθ,eφ)

.

The Laplacian expresses as

∆f(θ, φ) =
1

sin(θ)
∂θ
[
sin(θ)∂θf(θ, φ)

]
+

1

sin2(θ)
∂2φf(θ, φ). (1.7)
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In order to be well-defined, the set of equations (1.2) is supplemented by the following impermeability conditions
at the poles: denoting u = (uθ, uφ)(eθ,eφ), then

∀t ⩾ 0, ∀φ ∈ T, uθ(t, 0, φ) = 0 = uθ(t, π, φ). (1.8)

The system (1.2) is invariant under rotation around the vertical axis (passing through the poles). As
a consequence, any longitude-independant profile ζ(θ, φ) = ζ(θ) is a trivial stationary solution called zonal
solution. Let us mention that zonal flows dominate the dynamics of the stratosphere. Any function G solving

∆G(θ, φ)− 2γ cos(θ) = F
(
G(θ, φ)

)
(1.9)

provides the stream function of a stationary solution of (1.2). Notice that the reciprocal is not true in general.
In their work [9], Constantin and Germain established that solutions to equation (1.9) where F ′ > −6 are
necessarily zonal (up to a rotation). In addition they are stable in H2(S2), provided that F ′ < 0. The threshold
value −6 is significant, as it corresponds to the second eigenvalue of the Laplace–Beltrami operator. Some
special zonal solutions called Rossby-Haurwitz are given by a stream function in the form

Gn(θ) = βY 0
n (θ) +

2γ

n(n+ 1)− 2
cos(θ), β ∈ R∗

where Y 0
n is the spherical harmonic. The integer n ∈ N is called the degree of the Rossby-Haurwitz solution.

Reference [9] also explored both local and global bifurcations of non-zonal solutions to equation (1.9), emerging
from Rossby–Haurwitz waves. The authors show that zonal Rossby–Haurwitz solutions of degree 2 are stable
in the space H2(S2), while more general non-zonal solutions of the same type are unstable in this setting.
More recently, Cao, Wang, and Zuo [3] extended the stability analysis of degree 2 Rossby–Haurwitz waves
to the Lp(S2) spaces for p ∈ (1,∞). Furthermore, and of interest in our analysis, Caprino and Marchioro
[4] addressed L1-Lyapunov stability for monotonic zonal vorticities within Lp(S2), for p ∈ (2,∞). A precise
statement is given later in Theorem 1.2. This work deals with vortex cap solutions, which are special weak
solutions where the absolute vorticity is uniform on domains forming a partition of the sphere. These solutions
together with their linear and nonlinear stability has been intensively studied in the physics literature, see for
instance [8, 11, 12, 15, 16], while their rigorous mathematical description (briefly recalled here in Section 1.2)
has been presented in [13]. In this latter, the third author proved the emergence of small amplitude uniformly
rotating vortex cap solutions bifurcating from the zonal caps. Let us also mention that recently, some global in
time solutions were obtained by desingularizing point vortex configurations like the symmetric pairs [2] or the
Von Kármán streets [17, 18]. At last, we highlight that in [8], Dritschel, Constantin and Germain numerically
studied the onset of the filamentation on both plane (near circular patches) and sphere (near zonal caps).
Moreover, in the recent work [10], the authors analytically studied the onset of filamentation near the zonal
3-jet solution. These works serve as a motivation for the present paper.

1.2 Vortex cap solutions

The mathematical notion of vortex caps has been introduced in [13]. These are weak solutions to (1.2) that are
piecewise constant absolute vorticities. They constitute the equivalent to the classical planar vortex patches
and one of the main differences with the latter is the Gauss constraint (1.4), which brings more rigidity and
therefore complexifies the analysis with respect to the planar case.

Definition 1.1 (Vortex Cap). Let N ∈ N \ {0, 1} and consider the following partition of the sphere

S2 =

N⊔
k=1

Ak, σ(Ak) > 0

such that each boundary intersection (called interface) is diffeomorphic to a circle, i.e.

∀k ∈ J1, N − 1K, Γk ≜ Ak ∩Ak+1
∼= S1.

Let ω1, ..., ωN ∈ R such that

N∑
k=1

ωkσ(Ak) = 0 and ∀k ∈ J1, N − 1K, ωk ̸= ωk+1. (1.10)

Let us consider an initial condition in the form

ζ0 ≜
N∑

k=1

ωk1Ak
.
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Due to the transport structure (1.2) and the logarithmic singularity of the Green kernel (1.3), the Yudovich
theory applies and provides the existence and uniqueness of a Lagragian weak solution to (1.2) called vortex cap
solution, namely

ζ(t, ·) =
N∑

k=1

ωk1Ak(t), Ak(t) ≜ ϕ(t, Ak),

where (t,x) 7→ ϕ(t,x) is the flow map associated with the vector field u, that is

∀x ∈ S2, ∂tϕ(t,x) = u
(
t, ϕ(t,x)

)
, ϕ(0,x) = x.

Remark 1.1. The first condition in (1.10) corresponds to the Gauss constraint (1.4) of the initial datum.
Since the velocity field u is divergence-free, then, for any t ⩾ 0, the flow map ϕ(t, ·) is measure preserving.
Consequently, one has

∀k ∈ J1, NK, σ
(
Ak(t)

)
= σ

(
ϕ(t, Ak)

)
= σ(Ak)

and therefore ζ(t, ·) also satisfies the Gauss constraint.

This work makes a particular focus on trivial vortex cap solutions provided by the zonal caps, namely

ζ⋆(θ) = ω110⩽θ<θ1 + ω21θ1⩽θ<θ2 + ...+ ωN1θN−1⩽θ<π,

with

θ0 ≜ 0 < θ1 < θ2 < ... < θN − 1 < θN ≜ π and

N∑
k=1

ωk

(
cos(θk)− cos(θk−1)

)
= 0. (1.11)

The second condition in (1.11) is nothing but the Gauss constraint.

1.3 Main result and strategy of proof

The study of filamentation/growth of perimeter is a very important topic in fluid mechanics in presence of free
interface. Several results in this direction were obtained near steady solutions. We refer the reader for instance
to [5, 6] for the planar vortex patch case and to [7] near the Hill vortex. We shall now present our main new
result concerning the spherical geometry. The purpose of this study is to prove the following instability result
in the vortex cap class ”close to” the monotone zonal caps.

Theorem 1.1. (Filamentation near monotone zonal vortex caps)
Let N ∈ N \ {0, 1}, M ⩾ 1 and

0 ≜ θ0 < θ1 < θ2 < ... < θN−1 < θN ≜ π. (1.12)

Consider the monotone zonal cap

ζ⋆(θ) = ω110⩽θ<θ1 + ω21θ1⩽θ<θ2 + ...+ ωN1θN−1⩽θ⩽π,

with {
ω1 < ω2 < ... < ωN , if γ ⩽ 0,

ω1 > ω2 > ... > ωN , if γ ⩾ 0
(1.13)

and
N∑

k=1

ωk

(
cos(θk)− cos(θk−1)

)
= 0.

There exists µ0 > 0, such that for all µ ∈ (−µ0, µ0), there exist κ ≜ κ(µ) > 0 and T0 ≜ T0(µ) > 0 such that for
all T > T0, there exists δ ≜ δ(µ, M, T ) > 0 such that the following holds:
Given a vortex cap solution t 7→ ζ(t, ·) of (1.2) with initial condition ζ0 satisfying the bounds

∥ζ0 − ζ⋆∥L1(S2) < δ and ∥ζ0∥L∞(S2) ⩽ M,

and admitting an initial interface Γ(0) such that

∃k0 ∈ J1, N − 1K, Γ(0) ∩ {θ = θk0
} ≠ ∅ and Γ(0) ∩ {θ = θk0

+ µ} ≠ ∅,

then the corresponding interface evolution t 7→ Γ(t) ≜ ϕ
(
t,Γ(0)

)
satisfies

sup
0⩽t⩽T

Length
(
Γ(t)

)
⩾ κ(T − T0).
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Figure 1: Illustration of the filamentation Theorem 1.1.

Remark 1.2. Let us make the following remarks concerning the Theorem 1.1.

1. The condition (1.13) ensures that
ω⋆(θ) = ζ⋆(θ) + 2γ cos(θ)

is monotone. This is fundamental in our analysis based on the L1-stability result Theorem 1.2 below.

2. The value |µ| is a priori small (less than µ0), which corresponds to a small latitudinal bump. But if there
is a large thin bump in particular, there is a point x1 as in the statement.

3. The boundedness hypothesis ∥ζ0∥L∞(S2) ⩽ M is required along the proof but is not so much restrictive since

M can be taken large and cover a huge set of initial data. The small parameter δ(µ, M, T ) shrinks to zero
as M → ∞ and T → ∞.

4. The picture of the theorem is that we take an initial cap ζ0 which is L1-close enough to the zonal cap ζ⋆
but with a little bump. Then, this bump will create the filamentation, see Figure 1.

Let us now give some key steps of the proof of Theorem 1.1. We strongly make use of the following area
stability result of monotone zonal profiles due to Caprino and Marchioro [4, Thm. 1.1]. The monotonicity is
required since they use variational arguments with rearrangement functions.

Theorem 1.2 (L1-stability of monotone zonal profiles on the rotating sphere). Let p > 2 and ω⋆ ∈ Lp(S2) be
a monotone zonal solution of (1.2). Then, for any ε > 0, there exists δ > 0 such that for any ω0 ∈ Lp(S2) with

∥ω0 − ω⋆∥L1(S2) < δ,

then the solution t 7→ ω(t) of (1.2) with initial datum ω0 satisfies

sup
t⩾0

∥ω(t, ·)− ω⋆∥L1(S2) < ε.

Remark 1.3. According to (1.1), one has

∀t ⩾ 0, ω(t, ·)− ω⋆ = ζ(t, ·)− ζ⋆.

Hence, the theorem holds replacing ∥ω0−ω⋆∥L1(S2) by ∥ζ0−ζ⋆∥L1(S2) and ∥ω(t, ·)−ω⋆∥L1(S2) by ∥ζ(t, ·)−ζ⋆∥L1(S2).
Nevertheless, the monotone condition in the Theorem 1.2 hits the actual vorticity ω and that is the reason why
we imposed the condition (1.13) in the Theorem 1.1.

In Lemma 2.1, we prove that for u = ∇⊥G[ω], we have

∥u∥L∞ ≲
√
∥ω∥L∞(S2)∥ω∥L1(S2).
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Applying this estimate to the difference u− u⋆ and exploiting the Theorem 1.2, we are able to prove that

∥ζ0 − ζ⋆∥L1(S2) ≪ 1 ⇒ sup
0⩽t⩽T

∥u(t, ·)− u⋆∥L∞(S2) ≪ 1. (1.14)

We consider Θ and Φ the co-latitude and longitude flows so that

ϕ(t,x) = ψ1

(
Θ(t,x),Φ(t,x)

)
.

The longitude is also lifted to R in order to follow the perimeter growth. For a zonal flow ζ⋆, we prove that for
any x = ψ1(θx, φx), we have

Θ⋆(t,x) = Θ⋆(0,x) ≜ θx, Φ⋆(t,x) = Φ̇⋆(θx)t+ φx, Φ̇⋆(θ) ≜
∂θG[ζ⋆](θ)

sin(θ)
+ γ.

Using in particular (1.14), we show in Proposition 3.2 that far from the poles, the approximate flow follows the
zonal linear dynamics on the interval [0, T ]

Θ(t,x) ≈ θx, and Φ(t,x) ≈ Φ̇⋆(θx)t+ φx.

We take an initial condition ζ0 with interface Γ(0) such that

x0,x1 ∈ Γ(0), θx0
= θk0

, θx1
= θx1

(µ) = θk0
+ µ.

Using the expression of the length of a curve on the sphere and the approximate flow dynamics, we get the
bound

Length
(
Γ(T )

)
≳ |Φ(T,x1)− Φ(T,x0)| ≈

∣∣∣Φ̇⋆

(
θx1

(µ)
)
− Φ̇⋆(θx0

)
∣∣∣T.

Exploiting the explicit formulation for ∂θG[ζ⋆] when ζ⋆ is a monotone zonal vortex cap (see Lemma 2.2), we
are able to prove in Lemma 3.1 that for |µ| ≪ 1, we get∣∣∣Φ̇⋆

(
θx1(µ)

)
− Φ̇⋆(θx0)

∣∣∣ ̸= 0.

This concludes the desired result.

Plan of the paper : In Section 2, we state some general results that concern our equation and that can be
used in other contexts. The Section 3 is devoted to the proof of our main result.

Acknowledgments : The work of Emeric Roulley is supported by PRIN 2020 ”Hamiltonian and Dispersive
PDEs”, project number: 2020XB3EFL. The authors would like to thank Alberto Maspero for useful discussions
and for making this collaboration possible.

2 Preliminary properties

This section gathers some general technical results for our model. These are quite general and might be useful
in other contexts regarding the barotropic model.

2.1 Generic properties of the barotropic model and analysis of zonal caps

Here we give some basic properties of the stream function. We also discuss the particular zonal case of interest
in our study.

Lemma 2.1. The following properties hold true.

(i) For any x = (x1, x2, x3) ∈ S2 and t ⩾ 0, we have

G[ω](t,x) = G[ζ](t,x)− γx3. (2.1)

(ii) One has
∆G[ζ] = ζ. (2.2)
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Proof. (i) Observe from (1.1) that

G[ω](t,x) = G[ζ + 2γx3](t,x) = G[ζ](t,x) + 2γG[x3]. (2.3)

Now, since x3 = cos(θ) is zonal, then according to [13, Lem. 1.2], G[x3] is also zonal and solves the equation
∆G[x3] = x3 which becomes via (1.7) and (1.5),

1

sin(θ)
∂θ
(
sin(θ)∂θG[x3](θ)

)
= cos(θ).

Hence,
∂θ
(
sin(θ)∂θG[x3](θ)

)
= sin(θ) cos(θ) = 1

2 sin(2θ).

Integrating this relation implies the existence of a constant C ∈ R such that

∂θG[x3](θ) =
C − cos(2θ)

4 sin(θ)
·

Since the flow is zonal, the impermeability condition (1.8) implies that there is no velocity at the pole, which
gives

lim
θ→0+

∂θG[x3](θ) = 0.

As a consequence, C = 1 and

∂θG[x3](θ) =
1− cos(2θ)

4 sin(θ)
= 1

2 sin(θ).

Integrating this relation gives the existence of C ′ ∈ R such that

G[x3](θ) = C ′ − 1
2 cos(θ).

We find the value of C ′ thanks to the zero mean condition for the stream function (which is a consequence of
the Gauss constraint, see [2]),

0 =

ˆ
S2
G[x3]dσ(x) = 4πC ′ − π

ˆ π

0

cos(θ) sin(θ)dθ = 4πC ′.

Therefore, C ′ = 0 and

G[x3](θ) = − 1
2 cos(θ), i.e. G[x3] = −x3

2
· (2.4)

Plugging (2.4) into (2.3) gives the desired result.
(ii) The relation (2.4) implies

∆x3 = −2x3.

Consequently, using the point (i), the third equation in (1.2) and (1.1), we infer that for any x = (x1, x2, x3) ∈ S2
and t ⩾ 0,

∆G[ζ](t,x) = ∆
(
G[ω](t,x) + γx3

)
= ∆G[ω](t,x) + γ∆x3

= ω(t,x)− 2γx3

= ζ(t,x).

This concludes the proof of Lemma 2.1.

Now we turn to the analysis of the stream function associated with a zonal vortex cap. The result is the
following.

Lemma 2.2. Let N ∈ N \ {0, 1} and 0 ≜ θ0 < θ1 < θ2 < ... < θN−1 < θN ≜ π. Consider the zonal cap

ζ⋆(θ) = ω110⩽θ<θ1 + ω21θ1⩽θ<θ2 + ...+ ωN1θN−1⩽θ⩽π,

with
N∑

k=1

ωk

(
cos(θk)− cos(θk−1)

)
= 0.

Then, the stream function G[ζ⋆] is of class C
1 on (0, π) and satisfies for any k0 ∈ J1, NK and θ ∈ [θk0−1, θk0

)\{0},

∂θG[ζ⋆](θ) =
1

sin(θ)

(
k0−1∑
k=1

ωk

(
cos(θk−1)− cos(θk)

)
+ ωk0

(
cos(θk0−1)− cos(θ)

))
. (2.5)
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Remark 2.1. With the expression (2.5), we see that the function ∂θG[ζ⋆] is continuous on (0, π) and differen-
tiable on (0, π) \ {θ1, θ2, ..., θN−1}.

Proof. According to (2.2) and (1.7), we have

∂θ
(
sin(θ)∂θG[ζ⋆](θ)

)
= sin(θ)

(
ω110⩽θ<θ1 + ω21θ1⩽θ<θ2 + ...+ ωN1θN−1⩽θ⩽π

)
.

Assume that θ ∈ [θk0−1, θk0
) \ {0} for some k0 ∈ J1, NK. Then, integrating the previous relation leads to the

existence of a constant C ∈ R such that

∂θG[ζ⋆](θ) =
1

sin(θ)

(
k0−1∑
k=1

ωk

(
cos(θk−1)− cos(θk)

)
+ ωk0

(
cos(θk0−1)− cos(θ)

)
+ C

)
.

The constant C is independant of k0 and since the flow is zonal, there is no velocity at the pole. This implies
that C = 0, which gives the desired result.

2.2 Velocity estimates

Now we prove a technical lemma used along the paper. In particular, we prove that if the vorticity in bounded,
then the velocity field is also bounded.

Lemma 2.3. The following properties hold true.

(i) Given f ∈ L∞(S2) ⊂ L1(S2), we have∥∥∥∥ 1

| · |R3

∗ f
∥∥∥∥
L∞(S2)

≲
√
∥f∥L∞(S2)∥f∥L1(S2).

(ii) Given ω ∈ L∞(S2) and u = ∇⊥G[ω], we have

∥u∥L∞(S2) ≲
√
∥ω∥L∞(S2)∥ω∥L1(S2).

In particular, if ω is the vorticity of a vortex cap, then

sup
t⩾0

∥u(t, ·)∥L∞(S2) ≲ sup
t⩾0

∥ω(t, ·)∥L∞(S2) <∞.

(iii) Let ω⋆ ∈ L∞(S2) be a monotone zonal solution of (1.2). Then for any ε > 0, there exists δ1 ≜ δ1(ε) > 0
such that for any ω0 ∈ L∞(S2) \ {0}, with

∥ω0 − ω⋆∥L1(S2) < δ1,

then, denoting u = ∇⊥G[ω] (resp. u⋆ = ∇⊥G[ω⋆]) the velocity field associated with the solution t 7→ ω(t, ·)
(resp. ω⋆), we have

sup
t⩾0

∥u(t, ·)− u⋆∥L∞(S2) < ε sup
t⩾0

√
∥ω(t, ·)− ω⋆∥L∞(S2).

In particular, this holds for ω0, ω⋆ vortex caps.

Proof. (i) We assume f ̸= 0 otherwise the result is trivial. Recall that, denoting dS2(x,y) the geodesic distance
between x ∈ S2 and y ∈ S2, we have

|x− y|R3 = 2 sin

(
dS2(x,y)

2

)
.

Given x ∈ S2 and r > 0, we denote

BS2(x, r) ≜
{
y ∈ S2 s.t. dS2(x,y) < r

}
.

Then, for any x ∈ S2 and any arbitrary r ∈ (0, π], we can bound∣∣∣∣( 1

| · |R3

∗ f
)
(x)

∣∣∣∣ = ˆ
S2

f(y)

|x− y|R3

dσ(y)

⩽
ˆ
BS2 (x,r)

|f(y)|
|x− y|R3

dσ(y) +

ˆ
S2\BS2 (x,r)

|f(y)|
|x− y|R3

dσ(y)

⩽
ˆ
BS2 (N,r)

|f ◦ Rx(y)|
|N − y|R3

dσ(y) +

ˆ
S2\BS2 (N,r)

|f ◦ Rx(y)|
|N − y|R3

dσ(y),
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where Rx ∈ SO3(R) is a rotation sending the north pole N onto the point x. A direct bound gives

ˆ
S2\BS2 (N,r)

|f ◦ Rx(y)|
|N − y|R3

dσ(y) ⩽
1

2 sin
(
r
2

)∥f ◦ Rx∥L1(S2) =
1

2 sin
(
r
2

)∥f∥L1(S2).

Then, passing to spherical coordinates, we get

ˆ
BS2 (N,r)

|f ◦ Rx(y)|
|N − y|R3

dσ(y) ⩽ ∥f ◦ Rx∥L∞(S2)

ˆ 2π

0

ˆ r

0

sin(θ)

2 sin
(
θ
2

)dθdφ
= 2π∥f∥L∞(S2)

ˆ r

0

cos
(
θ
2

)
dθ

= 4π sin
(
r
2

)
∥f∥L∞(S2).

We deduce that ∣∣∣∣( 1

| · |R3

∗ f
)
(x)

∣∣∣∣ ⩽ 4π sin
(
r
2

)
∥f∥L∞(S2) +

1

2 sin
(
r
2

)∥f∥L1(S2).

Choosing

r ≜ 2 arcsin

(√
∥f∥L1(S2)

4π∥f∥L∞(S2)

)
,

we obtain the desired bound.
(ii) ▶ Fix x ∈ S2. According to (1.3) and (1.4), we can write

u(x) =
1

4π
∇⊥

(ˆ
S2
log
(
|x− y|2R3

)
ω(y)dσ(y)

)
=

1

2π

ˆ
S2

⟨x− y,∇⊥x⟩R3

|x− y|2R3

ω(y)dσ(y).

By Cauchy-Schwarz inequality, we obtain

|u(x)| ≲
(

1

| · |R3

∗ |ω|
)
(x).

Applying the point (i) allows to get he desired result.
▶ Now we assume that ω is associated to a vortex cap in the form

ω(t,x) =

N∑
k=1

ωk1Ak(t)(x) + 2γx3.

In particular,

sup
t⩾0

∥ω(t, ·)∥L∞(S2) ⩽ 2|γ|+
N∑

k=1

|ωk|.

Recalling that ∥ · ∥L1(S2) ⩽ 4π∥ · ∥L∞(S2), we get

sup
t⩾0

∥u(t, ·)∥L∞(S2) ≲ sup
t⩾0

∥ω(t, ·)∥L∞(S2) <∞.

(iii) Observe that
u− u⋆ = ∇⊥G[ω]−∇⊥G[ω⋆] = ∇⊥G[ω − ω⋆].

Fix ε > 0. In view of the first point, there exists a universal constant C > 0 such that for any t ⩾ 0,

∥u(t, ·)− u⋆∥L∞(S2) ⩽ C
√

∥ω(t, ·)− ω⋆∥L∞(S2)∥ω(t, ·)− ω⋆∥L1(S2).

We apply the stability Theorem 1.2 with

δ1(ε) = δ

(
ε2

C2

)
.

This concludes the proof of Lemma 2.3.
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3 Proof of the filamentation

This section is devoted to the proof of our main Theorem 1.1. We first describe the general time evolution of
the co-latitude and longitude components of the flow map. As an application, we study the case of zonal flows
where the evolution is linear in time in the longitude variable while remaining at a fixed co-latitude. Then, we
provide the approximate dynamics of an approximate zonal vortex cap flow. Finally, we apply this later fact to
prove our main result.

3.1 Co-latitudinal and longitudinal evolutions

Recall that ϕ denotes the flow map associated with the velocity field u, namely

∀t ⩾ 0, ∀x ∈ S2, ∂tϕ(t,x) = u
(
t, ϕ(t,x)

)
and ϕ(0,x) = x.

We denote πθ and π̃φ the co-latitudinal and lifted longitudinal projections defined by

πθ(θ, φ) = θ ∈ (0, π) and π̃φ(θ, φ) = φ ∈ R.

Then, we defined the co-latitude and longitude flows by

Θ(t,x) ≜ πθ ◦ ψ−1
1

(
ϕ(t,x)

)
and Φ(t,x) ≜ π̃φ ◦ ψ−1

1

(
ϕ(t,x)

)
,

so that

ϕ(t,x) = ψ1

(
Θ(t,x),Φ(t,x)

)
=

sin
(
Θ(t,x)

)
cos
(
Φ(t,x)

)
sin
(
Θ(t,x)

)
sin
(
Φ(t,x)

)
cos
(
Θ(t,x)

)
 . (3.1)

Let us mention that such definitions extend globally with the local chart ψ2.

3.1.1 General discussion

In the next proposition, we give the generic time evolution of the co-latitude and longitude flows.

Proposition 3.1. For any x ∈ S2 and t ⩾ 0 such that sin
(
Θ(t,x)

)
̸= 0, we have

∂tΘ(t,x) = −
∂φG[ω]

(
t, ϕ(t,x)

)
sin
(
Θ(t,x)

) = uθ
(
t, ϕ(t,x)

)
and ∂tΦ(t,x) =

∂θG[ω]
(
ϕ(t,x)

)
sin
(
Θ(t,x)

) =
uφ
(
t, ϕ(t,x)

)
sin
(
Θ(t,x)

) ·
Proof. The elements eθ, eφ can be written as vector in R3 as follows: if x = ψ1(θ, φ), then

eθ(x) = ∂θψ1(θ, φ) =

cos(θ) cos(φ)
cos(θ) sin(φ)
− sin(θ)

 and eφ(x) =
1

sin(θ)
∂φψ1(θ, φ) =

− sin(φ)
cos(φ)

0

 .

Differentiating in time (3.1), we get

u
(
t, ϕ(t,x)

)
= ∂tϕ(t,x)

= ∂tΘ(t,x)∂θψ1

(
Θ(t,x),Φ(t,x)

)
+ ∂tΦ(t,x)∂φψ1

(
Θ(t,x),Φ(t,x)

)
= ∂tΘ(t,x)eθ

(
ϕ(t,x)

)
+ sin

(
Θ(t,x)

)
∂tΦ(t,x)eφ

(
ϕ(t,x)

)
.

(3.2)

Besides,
u
(
t, ϕ(t,x)

)
= ∇⊥G[ω]

(
t, ϕ(t,x)

)
= −

∂φG[ω]
(
t, ϕ(t,x)

)
sin
(
Θ(t,x)

) eθ
(
ϕ(t,x)

)
+ ∂θG[ω]

(
t, ϕ(t,x)

)
eφ
(
ϕ(t,x)

)
.

(3.3)

Comparing (3.2) and (3.3) gives the desired result.

In the particular case of a zonal flow ω⋆ = ω⋆(θ), one has according to [13, Lem. 1.2] that the stream
function is longitude-independant G[ω⋆] = G[ω⋆](θ). Consequently, Proposition 3.1 implies that for any x ∈ S2
and any t ⩾ 0,

∂tΘ⋆(t,x) = 0, i.e. Θ⋆(t,x) = θx ≜ πθ ◦ ψ−1
1 (x).

The motion is only longitudinal, namely

ϕ⋆(t,x) ∈ {ψ1(θx, φ), φ ∈ (0, 2π)}.
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Moreover, the previous remark together with Proposition 3.1 give also

∂tΦ⋆(t,x) =
∂θG[ω⋆](θx)

sin(θx)
≜ Φ̇⋆(θx), i.e. Φ⋆(t,x) = Φ̇⋆(θx)t+ φx, φx ≜ π̃φ ◦ ψ−1

1 (x).

So the motion is longitudinal and grows linearly in that direction. Differentiating (2.1) and using (1.5) leads to

∂θG[ω⋆](θ) = ∂θG[ζ⋆](θ) + γ sin(θ).

Therefore,

Φ̇⋆(θ) =
∂θG[ζ⋆](θ)

sin(θ)
+ γ. (3.4)

3.1.2 Flow confinement for vortex cap solutions

Our purpose here is to describe the approximate dynamics of the flow associated to a vortex cap L1-near a
monotone zonal cap. The result reads as follows.

Proposition 3.2. Consider ζ⋆ a monotone zonal vortex cap solution of (1.2) as stated in Theorem 1.1. Let
M ⩾ 1, T0 > 0 and 0 < θmin < θmax < π. There exists ξ0 ≜ ξ0(T0, θmin, θmax) > 0 such that for any T ⩾ T0 and
any 0 < ξ ⩽ ξ0, there exists δ2 ≜ δ2(ξ, M, T ) > 0 such that for any vortex cap solution t 7→ ζ(t,x) of (1.2) with
initial condition ζ0 satisfying

∥ζ0 − ζ⋆∥L1(S2) < δ2 and ∥ζ0∥L∞(S2) ⩽ M, (3.5)

then, for any x = ψ1(θx, φx) ∈ S2 with
θmin ⩽ θx ⩽ θmax, (3.6)

we have

sup
0⩽t⩽T

|Θ(t,x)− θx| ⩽ ξ and sup
0⩽t⩽T

∣∣∣Φ(t,x)− (Φ̇⋆(θx)t+ φx

)∣∣∣ ⩽ ξ

min2
(
sin(θmin), sin(θmax)

) ·
Remark 3.1. 1. The previous proposition states that the time evolution up to T of the point starting at x

is confined in a ξ-strip around the parallel {θ = θx}. Moreover, the longitude evolution follows the linear
time growth given by the zonal solution.

2. The co-latitude restriction (3.6) is useful to stay far from the poles and handle the division by sin in the
longitudinal flow evolution, cf. Proposition 3.1. Later we will apply this result to points far from the pole
so it is not so much restrictive for our analysis. The numbers θmin and θmax are arbitrary and will be
chosen in the next subsection near the poles. As we will see later in the proof (see (3.16), ξ0 is very small
provided that θmin ≈ 0 and/or θmax ≈ π for fixed T0.

Proof. Fix T ⩾ T0. We make the choice

δ2(ξ, M, T ) ≜ δ1
(
f(ξ, M, T )

)
, (3.7)

where f(ξ, M, T ) has to be precised (with upper bounds) along the proof and ε 7→ δ1(ε) is defined in Lemma
2.3-(iii). Since the solution is Lagrangian, then

sup
0⩽t⩽T

∥ζ(t, ·)∥L∞(S2) = sup
0⩽t⩽T

∥ζ0
(
ϕ−1(t, ·)

)
∥L∞(S2) = ∥ζ0∥L∞(S2) ⩽ M. (3.8)

Then, applying Lemma 2.3-(iii) with the smallness assumption (3.5) and the choice (3.7) imply

sup
0⩽t⩽T

∥u(t, ·)− u⋆∥L∞(S2) ⩽ f(ξ, M, T ) sup
0⩽t⩽T

√
∥ζ(t, ·)− ζ⋆∥L∞(S2)

⩽ f(ξ, M, T )
√
M+ ∥ζ⋆∥L∞(S2).

(3.9)

Fix x = ψ1(θx, φx) ∈ S2 with θmin ⩽ θx ⩽ θmax and t ∈ [0, T ]. Let us mention for later purposes that

sin(θx) ⩾ min
θ∈[θmin,θmax]

sin(θ) = min
(
sin(θmin), sin(θmax)

)
≜ m(θmin, θmax) > 0. (3.10)
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▶ Colatitude confinement : According to Proposition 3.1, we can write

Θ(t,x)− θx = Θ(t,x)−Θ(0,x)

=

ˆ t

0

∂tΘ(s,x)ds

=

ˆ t

0

uθ
(
s, ϕ(s,x)

)
ds.

Since u⋆ is zonal, then (u⋆)θ ≡ 0. Consequently, taking

f(ξ, M, T ) ⩽ ξ
T

(
M+ ∥ζ⋆∥L∞(S2)

)− 1
2 ,

we infer from (3.9) that

|Θ(t,x)− θx| ⩽
ˆ t

0

∣∣(uθ − (u⋆)θ
)(
s, ϕ(s,x)

)∣∣ ds
⩽ T sup

0⩽t⩽T
∥u(t, ·)− u⋆∥L∞(S2)

⩽ ξ.

▶ Longitude confinement : Notice that

Φ(t,x)−
(
Φ̇⋆(θx)t+ φx

)
= Φ(t,x)− Φ⋆(t,x)

=

ˆ t

0

[
∂tΦ

(
s, ϕ(s,x)

)
− ∂tΦ⋆

(
s, ϕ⋆(s,x)

)]
ds.

(3.11)

Take s ∈ [0, t]. According to Proposition 3.1, we can write

∣∣∂tΦ(s, ϕ(s,x))− ∂tΦ⋆

(
s, ϕ⋆(s,x)

)∣∣ = ∣∣∣∣∣ 1

sin
(
Θ(s,x)

)uφ(t, ϕ(s,x))− 1

sin(θx)
(u⋆)φ

(
ϕ⋆(s,x)

)∣∣∣∣∣
⩽ D1(s) +D2(s) +D3(s),

(3.12)

where

D1(s) ≜
∣∣uφ(s, ϕ(s,x))∣∣

∣∣∣∣∣ 1

sin
(
Θ(s,x)

) − 1

sin(θx)

∣∣∣∣∣ ,
D2(s) ≜

1

sin(θx)

∣∣uφ(s, ϕ(s,x))− (u⋆)φ
(
ϕ(s,x)

)∣∣ ,
D3(s) ≜

1

sin(θx)

∣∣(u⋆)φ(ϕ(s,x))− (u⋆)φ
(
ϕ⋆(s,x)

)∣∣ .
➢ Estimate of D1(s) : First observe that

D1(s) ⩽

sup
0⩽t⩽T

∥u(t, ·)∥L∞(S2)

sin
(
Θ(s,x)

)
sin(θx)

∣∣sin (Θ(t,x)
)
− sin(θx)

∣∣ . (3.13)

Applying Lemma 2.1-(ii) together with (3.8), we have the existence of a universal constant C > 0 such that

sup
0⩽t⩽T

∥u(t, ·)∥L∞(S2) ⩽ C

(
sup

0⩽t⩽T
∥ζ⋆(t, ·)∥L∞(S2) + 2|γ|

)
⩽ C (M+ 2|γ|) . (3.14)

Using the fact the sin is 1-Lipschitz and the proceeding as in the previous point with

f(ξ, M, T ) ⩽
ξ

6T 2C(M+ 2|γ|)
(
M+ ∥ζ⋆∥L∞(S2)

)− 1
2 ,

we get ∣∣sin (Θ(t,x)
)
− sin(θx)

∣∣ ⩽ |Θ(t,x)− θx| ⩽
ξ

6TC(M+ 2|γ|)
· (3.15)

In particular, for
ξ0 = ξ0(T0, θmin, θmax) ≜ 3CT0m(θmin, θmax) > 0, (3.16)
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we get (since M ⩾ 1)

sin
(
Θ(t,x)

)
⩾ sin(θx)−

ξ0
6CT0(M+ 2|γ|)

⩾ m(θmin, θmax)−
ξ0

6CT0

⩾
m(θmin, θmax)

2
·

(3.17)

Putting together (3.13), (3.10), (3.14), (3.15) and (3.17), we infer

D1(t) ⩽
ξ

3Tm2(θmin, θmax)
· (3.18)

➢ Estimate of D2(s) : Using (3.9) with

f(ξ, M, T ) ⩽
ξ

3T

(
M+ ∥ζ⋆∥L∞(S2)

)− 1
2 ,

one immediately gets

D2(s) ⩽
1

sin(θx)
sup

0⩽t⩽T
∥u(t, ·)− u⋆∥L∞(S2) ⩽

ξ

3Tm2(θmin, θmax)
· (3.19)

➢ Estimate of D3(s) : By construction,

D3(s) =
1

sin(θx)

∣∣∂θG[ω⋆]
(
Θ(s,x)

)
− ∂θG[ω⋆]

(
θx
)∣∣ .

Without loss of generality, we can assume that Θ(s,x) ̸= θx, for the bound being trivial otherwise. Recalling
the Remark 2.1, the function ∂θG[ω⋆] is continuous on the segment [Θ(s,x), θx] and differentiable on the open
interval (Θ(s,x), θx). By mean value Theorem, we can find a constantM⋆(T ) ⩾ 0 (depending on T but uniform
in s) such that ∣∣∂θG[ω⋆]

(
Θ(s,x)

)
− ∂θG[ω⋆]

(
θx
)∣∣ ⩽M⋆(T ) |Θ(s,x)− θx| .

Then, proceeding as in the first point with f(ξ, T ) ⩽ ξ
3T 2M⋆(T ) , we obtain

D3(s) ⩽
ξ

3Tm2(θmin, θmax)
· (3.20)

Putting together (3.12), (3.18), (3.19) and (3.20) yields∣∣∂tΦ(s, ϕ(s,x))− ∂tΦ⋆

(
s, ϕ⋆(s,x)

)∣∣ ⩽ ξ

Tm2(θmin, θmax)
· (3.21)

Combining (3.11) and (3.21) gives the desired result. This achieves the proof of Proposition 3.2.

Remark 3.2. In the previous proof, the number f(ξ, M, T ) decays like M−
3
2T−2 as M → ∞ and T → ∞.

3.2 Stretching argument

Through out this section, fix ζ⋆ a monotone zonal vortex cap solution of (1.2) as in Theorem 1.1. We consider
M ⩾ 1 and a vortex cap solution t 7→ ζ(t, ·) of (1.2) with initial datum ζ0 satisfying

∥ζ0∥L∞(S2) ⩽ M

and admitting an interface Γ(0) with, for some 0 < |µ| ≪ 1,

Γ(0) ∩ {θ = θk0
} ≠ ∅, and Γ(0) ∩ {θ = θk0

+ µ} ≠ ∅.

This provides the existence of x0,x1 ∈ Γ(0) such that

θx0
= θk0

, and θx1
= θx1

(µ) ≜ θk0
+ µ.

Without loss of generality, we can always assume that

∀x ∈ Γ(0) \ {x0,x1}, |θk0
− θx| < |µ|. (3.22)

13



Lemma 3.1. There exists µ0 > 0 such that for any µ ∈ (−µ0, µ0),

Φ̇⋆

(
θx1(µ)

)
− Φ̇⋆(θx0) ̸= 0,

where Φ̇⋆ is defined in (3.4).

Proof. We perform Taylor expansions. For a fixed θ ∈ R, we have

cos(θ + h) =
h→0

cos(θ)− sin(θ)h− 1
2 cos(θ)h

2 + o(h2)

and

1

sin2(θ + h)
=

h→0

1(
sin(θ) + cos(θ)h− 1

2 sin(θ)h
2 + o(h2)

)2
=

h→0

1

sin2(θ) + 2 sin(θ) cos(θ)h+
(
cos2(θ)− sin2(θ)

)
h2 + o(h2)

=
h→0

1

sin2(θ)
· 1

1 + 2 cot(θ)h+
(
cot2(θ)− 1

)
h2 + o(h2)

=
h→0

1

sin2(θ)

[
1− 2 cot(θ)h+

(
1 + 3 cot2(θ)

)
h2 + o(h2)

]
=

h→0

1

sin2(θ)
− 2 cot(θ)

sin2(θ)
h+

1 + 3 cot2(θ)

sin2(θ)
h2 + o(h2).

Combining both, one also gets

cos(θ)− cos(θ + h)

sin2(θ + h)
=

h→0

[
1

sin2(θ)
− 2 cot(θ)

sin2(θ)
h+

1 + 3 cot2(θ)

sin2(θ)
h2 + o(h2)

] [
sin(θ)h+ 1

2 cos(θ)h
2 + o(h2)

]
=

h→0

h

sin(θ)
+

(
cos(θ)

2 sin2(θ)
− 2 cot(θ)

sin(θ)

)
h2 + o(h2)

=
h→0

h

sin(θ)
− 3 cos(θ)

2 sin2(θ)
h2 + o(h2).

▶ Case µ > 0 : For µ small enough, we have θx1 ∈ (θk0 , θk0+1). Therefore, we can apply Lemma 2.2 together
with (3.4) and write

Φ̇⋆(θx1
)− Φ̇(θx0

) =

(
1

sin2(θx1
)
− 1

sin2(θx0
)

)
C(k0) +

ωk0+1

sin2(θx1
)

(
cos(θx0)− cos(θx1)

)
,

where we denoted

C(k0) ≜
k0∑
k=1

ωk

(
cos(θk−1)− cos(θk)

)
.

Using the Taylor expansions done at the beginning of the proof with θ = θk0 = θx0 and h = µ, we infer

Φ̇⋆(θx1
)− Φ̇(θx0

) =
µ→0

(
ωk0+1

sin(θx0
)
− 2C(k0) cot(θx0

)

sin2(θx0
)

)
µ

+

(
1 + 3 cot2(θx0

)

sin2(θx0)
C(k0)−

3ωk0+1 cos(θx0
)

2 sin2(θx0)

)
µ2 + o(µ2)

=
µ→0

1

sin3(θx0)

(
ωk0+1 sin

2(θx0)− 2C(k0) cos(θx0)
)
µ

+
1

2 sin4(θx0
)

(
2C(k0)

(
sin2(θx0) + 3 cos2(θx0)

)
− 3ωk0+1 sin

2(θx0) cos(θx0)
)
µ2 + o(µ2).

First observe that the monotonicity condition (1.13) together with (1.12) imply

ωk0+1 = 0 ⇒ C(k0) ̸= 0.

By contraposition,
C(k0) = 0 ⇒ ωk0+1 ̸= 0.

So
C(k0) = 0 ⇒ Φ̇⋆(θx1

)− Φ̇(θx0
) ∼
µ→0

ωk0+1µ

sin(θx0)
,
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which allows to conclude. Therefore, in what follows, we assume

C(k0) ̸= 0.

Similarly, we get

ωk0+1 sin
2(θx0)−2C(k0) cos(θx0) ̸= 0 ⇒ Φ̇⋆(θx1)−Φ̇(θx0) ∼

µ→0

µ

sin3(θx0)

(
ωk0+1 sin

2(θx0)− 2C(k0) cos(θx0)
)

and we obtain the desired result. Now assume that we are in the situation where

ωk0+1 sin
2(θx0) = 2C(k0) cos(θx0).

We get the asymptotic

Φ̇⋆(θx1
)− Φ̇(θx0

) ∼
µ→0

C(k0)µ
2

sin2(θx0
)
,

which once again allows to conclude.
▶ Case µ < 0 : For |µ| small enough, we have θx1 ∈ (θk0−1, θk0). Therefore, we can apply Lemma 2.2 together
with (3.4) and write

Φ̇⋆(θx1)− Φ̇(θx0) =
1

sin2(θx1)
C(k0 − 1) +

ωk0

sin2(θx1)

(
cos(θk0−1)− cos(θx1)

)
− 1

sin2(θx0)
C(k0).

Notice that
C(k0) = C(k0 − 1) + ωk0

(
cos(θk0−1)− cos(θk0

)
)
.

Hence, we obtain the new formula

Φ̇⋆(θx1
)− Φ̇(θx0

) =

(
1

sin2(θx1
)
− 1

sin2(θx0
)

)
C(k0 − 1) +

ωk0

sin2(θx1
)

(
cos(θx0

)− cos(θx1
)
)
.

Using the Taylor expansions done at the beginning of the proof with θ = θk0
= θx0

and h = µ, we infer

Φ̇⋆(θx1)− Φ̇(θx0) =
µ→0

1

sin3(θx0)

(
ωk0 sin

2(θx0)− 2C(k0 − 1) cos(θx0)
)
µ

+
1

2 sin4(θx0
)

(
2C(k0 − 1)

(
sin2(θx0) + 3 cos2(θx0)

)
− 3ωk0 sin

2(θx0) cos(θx0)
)
µ2 + o(µ2).

At this point, we can proceed as before with C(k0) ⇝ C(k0 − 1) and ωk0+1 ⇝ ωk0
. This achieves the proof of

Lemma 3.1.

We parametrize the curve Γ(0) by

γ : [0, 1] −→ Γ(0), γ(0) = x0, γ(1) = x1.

Then, we set for any t ⩾ 0 and any s ∈ [0, 1],

γt(s) ≜ ϕ(t, γ(s)) so that ∀ℓ ∈ {0, 1}, ϕ(t,xℓ) = γt(ℓ).

Our aim is to prove the following result giving a lower bound on the length of the curve γT ([0, 1]).

Proposition 3.3. Let µ0 as in Lemma 3.1. Then, for any µ ∈ (−µ0, µ0), there exist κ ≜ κ(µ) > 0 and
T0 ≜ T0(µ) > 0 such that for any T ⩾ T0, there exists δ ≜ δ(µ, M, T ) > 0 such that if

∥ζ0 − ζ⋆∥L1(S2) < δ, (3.23)

then we have
Length

(
γT ([0, 1])

)
⩾ κ(T − T0).

Proof. Let us recall that on the sphere, the length is given by

Length
(
γT ([0, 1])

)
=

ˆ 1

0

√
gS2
(
γ̇T (s), γ̇T (s)

)
γT (s)

ds,

where gS2 is the metric introduced in (1.6). By construction, for any x ∈ S2 and any (α1, α2, β1, β2) ∈ R4, we
have

gS2
(
α1eθ(x) + β1eφ(x), α2eθ(x) + β2eφ(x)

)
x
= α1α2 + β1β2.
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Besides, differentiating (3.1), we get

γ̇T (s) = ∂s
[
ϕ
(
T, γ(s)

)]
= ∂s

[
ψ1

(
Θ
(
T, γ(s)

)
,Φ
(
T, γ(s)

))]
= ∂s

[
Θ
(
T, γ(s)

)]
∂θψ1

(
Θ
(
T, γ(s)

)
,Φ
(
T, γ(s)

))
+ ∂s

[
Φ
(
T, γ(s)

)]
∂φψ1

(
Θ
(
T, γ(s)

)
,Φ
(
T, γ(s)

))
= ∂s

[
Θ
(
T, γ(s)

)]
eθ

(
ϕ
(
T, γ(s)

))
+ sin

(
Θ
(
T, γ(s)

))
∂s
[
Φ
(
T, γ(s)

)]
eφ

(
ϕ
(
T, γ(s)

))
.

We deduce that

Length
(
γT ([0, 1])

)
=

ˆ 1

0

√(
∂s
[
Θ
(
T, γ(s)

)] )2
+ sin2

(
Θ
(
T, γ(s)

))(
∂s
[
Φ
(
T, γ(s)

)] )2
ds.

Let us take
θmin(µ) ≜ θ1 − |µ|, θmax(µ) ≜ θN−1 + |µ|

and
ξ(µ) ≜ min

(
|µ|
2 sin2

(
θmin(µ)

)
, |µ|2 sin2

(
θmax(µ)

)
, ξ0
(
1, θmin(µ), θmax(µ)

))
,

where ξ0 is defined in Proposition 3.2. If µ0 is small enough, then θmin(µ) > 0 and θmax(µ) < π. We choose

δ(µ, M, T ) ≜ δ2
(
ξ(µ), M, T ), (3.24)

where ε 7→ δ2(ε) is defined in Proposition 3.2. The smallness assumption (3.23) together with the choice (3.24)
and the property (3.22) allow to apply Proposition 3.2 and get that for any s ∈ [0, 1] and if T ⩾ 1,∣∣Θ(T, γ(s)

)
− θγ(s)

∣∣ ⩽ ξ(µ) and
∣∣Φ(T, γ(s))− (Φ⋆(θγ(s))T + φγ(s)

)∣∣ ⩽ |µ|
2
· (3.25)

The first condition in (3.25) together with the fact that sin is 1-Lipschitz and the choice of ξ(µ) imply that if
T ⩾ 1, we get

inf
s∈[0,1]

sin
(
Θ
(
T, γ(s)

))
⩾

1

2
min

(
sin
(
θmin(µ)

)
, sin

(
θmax(µ)

))
≜ β(µ) > 0.

Consequently,

Length
(
γT ([0, 1])

)
⩾ β(µ)

ˆ 1

0

∣∣∂s [Φ(T, γ(s))]∣∣ ds
⩾ β(µ)

∣∣∣∣ˆ 1

0

∂sΦ
(
T, γ(s)

)
ds

∣∣∣∣
= β(µ)

∣∣Φ(T, γ(1))− Φ
(
T, γ(0)

)∣∣
= β(µ) |Φ(T,x1)− Φ(T,x0)| .

(3.26)

Applying the second condition in (3.25) with s ∈ {0, 1}, we get

α(µ)
(
T − T−(µ)

)
⩽ Φ(T,x1)− Φ(T,x0) ⩽ α(µ)

(
T − T+(µ)

)
,

where

α(µ) ≜ Φ̇⋆

(
θx1(µ)

)
− Φ̇⋆(θx0), T±(µ) ≜

φx0
− φx1

Φ̇⋆

(
θx1(µ)

)
− Φ̇⋆(θx0)

∓ |µ|
Φ̇⋆

(
θx1(µ)

)
− Φ̇⋆(θx0)

·

Let us mention that, by virtue of Lemma 3.1, α(µ) ̸= 0 for µ ∈ (−µ0, µ0). We denote

κ(µ) ≜ β(µ)|α(µ)| > 0 and T0(µ) ≜ max
(
1, T−(µ), T+(µ)

)
> 0.

We deduce that for T ⩾ T0(µ), we have

|Φ(T,x1)− Φ(T,x0)| ⩾ |α(µ)|min
(
T − T−(µ), T − T+(µ)

)
⩾ |α(µ)|

(
T − T0(µ)

)
.

Plugging this into (3.26) gives
Length

(
γT ([0, 1])

)
⩾ κ(µ)

(
T − T0(µ)

)
.

This ends the proof of Proposition 3.3.

Remark 3.3. We end this document by mentioning that our analysis shows that the orientation of the filament
depends asymptotically on the sign of α(µ). This latter can be tracked along the proof of Lemma 3.1.
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